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The bias (B'11) and discriminability (A') of college students' self-reports about choices made in a
delayed identity matching-to-sample task were studied as a function of characteristics of the response
about which they reported. Each matching-to-sample trial consisted of two, three, or four simulta-
neously presented sample stimuli, a 1-s retention interval, and two, three, or four comparison stimuli.
One sample stimulus was always reproduced among the comparisons, and choice of the matching
comparison in less than 800 ms produced points worth chances in a drawing for money. After each
choice, subjects pressed either a "yes" or a "no" button to answer a computer-generated query about
whether the choice met the point contingency. The number of sample and comparison stimuli was
manipulated across experimental conditions. Rates of successful matching-to-sample choices were
negatively correlated with the number of matching-to-sample stimuli, regardless of whether samples
or comparisons were manipulated. As in previous studies, subjects exhibited a pronounced bias for
reporting successful responses. Self-report bias tended to become less pronounced as matching-to-
sample success became less frequent, an outcome consistent with signal-frequency effects in psycho-
physical research. The bias was also resistant to change, suggesting influences other than signal
frequency that remain to be identified. Self-report discriminability tended to decrease with the number
of sample stimuli and increase with the number of comparison stimuli, an effect not attributable to
differential effects of the two manipulations on matching-to-sample performance. Overall, bias and
discriminability indices revealed effects that were not evident in self-report accuracy scores. The results
indicate that analyses based on signal-detection theory can improve the description of correspondence
between self-reports and their referents and thus contribute to the identification of environmental
sources of control over verbal self-reports.

Key words: self-reports, matching to sample, signal detection, discriminability, bias, signal-frequency
effects, button press, button release, college students

Language and communication are fre-
quently studied empirically (e.g., R. Brown,
1970; Klima & Bellugi, 1979; Lennenberg,
1967; Vygotsky, 1978; Walker & Blaine, 1991)
but rarely in the context of the experimental
analysis of behavior (McPherson, Bonem,
Green, & Osborne, 1984; Oah & Dickinson,
1989). The verbal self-report exemplifies this
state of affairs. As a common form of instru-
mentation, self-reports are of exceptional in-
terest to clinical psychologists, cognitive psy-
chologists, and researchers of behavior that
tends not to occur publicly (e.g., sexual prac-
tices or illicit drug use). Quite often, however,
the referent events of interest to many re-
searchers make corroboration of the self-re-
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ports-presumably a necessary component of
an experimental analysis-problematic.
Some have approached the problem of cor-

roboration by proposing phenomenon-specific
theoretical principles to guide the interpreta-
tion of uncorroborated self-reports (e.g., Er-
icsson & Simon, 1984). Because these prin-
ciples both derive from and explain
uncorroborated self-reports (e.g., reports about
private events), however, it is unclear how their
validity should be evaluated (e.g., Hayes, 1986).
An alternative approach is to view the verbal
self-report-a response presumably under dis-
criminative control of characteristics or actions
of the person making the report-as behavior
subject -to the same fundamental influences as
any other. This approach encourages the study
of self-reports in behavioral assays created for
scientific advantage (including easy corrobo-
ration), with a long-range goal of generalizing
to situations in which corroboration is not pos-
sible (Critchfield & Perone, 1993). Systematic
research of this type has not been especially
common, but reason for optimism can be found
in procedures that have been developed in sev-
eral different research traditions (e.g., Kausler
& Phillips, 1988; Shimp, 1981).
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Fig. 1. Contingency matrix showing self-reports of
DMTS success as a function of actual success; cells are
labeled using response classes derived from signal-detec-
tion theory.

Once methods are devised to allow the ob-
jective corroboration of self-reports, the prac-
tical issue arises of how best to describe cor-

respondence between the reports and their
presumed referents. Accuracy scores, although
often employed for this purpose (e.g., Critch-
field & Perone, 1990b; R. Nelson, 1977; Shimp,
1981), provide an overly broad picture of cor-

respondence that masks much information, in-
cluding whether inaccurate self-reports reflect
a failure to report the occurrence or nonoc-
currence of the referent event.

In the analysis of self-reports about behav-
ior, a more precise strategy is to employ a two-
by-two matrix of occurrences and nonoccur-
rences familiar in signal-detection theory. In
some signal-detection procedures, a signal (such
as a tone or a light) occurs on some trials and
not on others; on each trial the subject reports
its presence or absence. The conjunction of
these events creates four possible response cat-
egories defined in terms of the status of the
signal and the "content" of the report. Simple
self-reports can be analyzed within this frame-
work if the "signal" is a response made by the
reporter rather than an external stimulus.

Figure 1 illustrates the approach used in the
present experiment. The behavioral "signal"
is a response that meets the reinforcement con-

tingency of a delayed matching-to-sample
(DMTS) procedure; a successful referent re-

sponse may occur or not occur on a given trial.
Similarly, a self-report describing the events
of each trial may indicate that a successful
response either did or did not occur. Each of
the four resulting combinations represents a

different relationship between referent and self-
report and may be labeled using terms coined
to describe analogous relations in the reporting
of external events (e.g., Green & Swets, 1966).
Moreover, rates of the four self-report cate-
gories can be used to calculate formal indices
of response bias and discriminability (e.g.,
Grier, 1971).

In a study manipulating the number of dis-
tractor items in a DMTS sample-stimulus dis-
play, Critchfield and Perone (1993) found that
accuracy scores inadequately described pat-
terns of self-reports about DMTS success. The
analytical strategy shown in Figure 1 revealed
additional effects, including a positive corre-
lation between the number of DMTS sample
stimuli on each trial and self-report discrimi-
nability (A'; Grier, 1971), and a preponder-
ance among inaccurate self-reports of false
alarms (inaccurate reports of success) over
misses (inaccurate reports of failure). The lat-
ter tendency was described quantitatively in
terms of a pronounced bias (B'H; Grier, 1971)
for reporting success and proved to be perva-
sive, occurring in 89 of 90 experimental con-
ditions across 6 subjects.
The consistent "report-success" bias ob-

served by Critchfield and Perone (1993) may
be attributable in part to the fact that the ref-
erent event, DMTS success, typically occurred
on more than 50% of the trials. Signal fre-
quency is a common source of response bias
in signal-detection paradigms (Gescheider,
1985). For example, in a test situation involv-
ing the presence or absence on each trial of a
weak tone, bias scores tend to reflect the rel-
ative frequency of presences versus absences.
With the tone present on a large majority of
trials, bias scores typically indicate a predis-
position for reporting the presence, rather than
the absence, of the signal. Analogously, sub-
jects in the Critchfield and Perone study may
have been predisposed to report DMTS suc-
cess because that event occurred so frequently.
If so, the report-success bias could be consid-
ered to be an artifact of the test situation and
would not appear at lower rates of DMTS
success. From this perspective, it is interesting
that subjects in the Critchfield and Perone study
showed a weak tendency for the report-success
bias to become less pronounced as DMTS suc-
cess became less frequent, as might be antic-
ipated from signal-frequency effects.
The purpose of the present investigation was

"I succeeded"

SELF-REPORT

"I failed"
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to extend Critchfield and Perone's (1993) pre-
liminary characterization of bias and discrimi-
nability in self-reports about DMTS success.
The possible situational nature of a report-
success bias was examined by engineering
DMTS success rates lower than 50%. As in
several previous studies, the referent response
occurred in a DMTS task in which points
were contingent on selection of the matching
comparison stimulus within a time limit
(Critchfield & Perone, 1990a, 1990b, 1993).
After each DMTS trial, subjects self-reported
by pressing "yes" and "no" buttons to answer
a computer-presented query about the success
of the last response in meeting the point con-
tingency.

Critchfield and Perone (1993) manipulated
DMTS success by varying the number of stim-
uli in a DMTS sample compound from two
to four, while holding constant the number of
comparison stimuli at two. In the present study,
DMTS success was manipulated both via the
number of sample stimuli (one to four) and
via the number of comparison stimuli (two to
four). Experimental conditions were defined
by the number of sample and comparison stim-
uli presented on each trial. For example, in a
condition with three samples and two com-
parisons, only one of three samples would re-
cur among the two comparisons. The other
two comparisons, and one sample, would be
irrelevant or distractor items.

This means of manipulating DMTS success
was convenient because it permitted a com-
parison of effects related to manipulating the
number of sample stimuli with effects related
to manipulating the number of comparison
stimuli. Thus, the design permitted self-report
patterns to be viewed in two ways: as a function
of overall DMTS success rates and as a func-
tion of the number of nonmatching sample and
comparison stimuli. This flexibility proved to
be valuable, because the results showed self-
report bias to be better characterized as a func-
tion of DMTS success rates and self-report
discriminability to be better characterized as
a function of the number and location in the
DMTS trial of nonmatching stimuli.

METHOD
Subjects
Two male (S2 and S4) and 8 female un-

dergraduate students volunteered to partici-

pate in a laboratory experiment on "human
performance and decision making." Subjects
received bonus credit in psychology classes
based on their hours of participation; during
sessions, they accumulated points that served
as chances in a drawing for cash prizes.

Apparatus
Subjects worked alone in a small room con-

taining a table, chair, and a response console
with a monochrome video monitor resting on
it (for details, see Critchfield & Perone, 1990b).
Subjects performed the DMTS task using four
round illuminable response keys arranged hor-
izontally near the bottom of the console's slop-
ing front panel. Self-reports were made using
two push buttons, each mounted to a small box
extending from one side of the console. A mi-
crocomputer outside the workroom controlled
experimental events and collected the data.

Procedure
Trial format. The procedure was based

closely on that of Critchfield and Perone (1993).
During the main experiment, each trial con-
sisted of one DMTS response followed im-
mediately, when scheduled, by a self-report,
feedback about the success of the DMTS re-
sponse, and consequences contingent on the
self-report. Trials were separated by an in-
tertrial interval (ITI) lasting at least 1 s. Sub-
jects initiated each trial at the end of the ITI.
This ensured that a subject was oriented to-
ward the video screen when stimuli were pre-
sented, but also meant that the ITI could ex-
tend beyond its nominal value.
The video screen was divided into an upper

box, used in conjunction with the DMTS task,
and a lower box, used in conjunction with the
self-report portion of the trial. At the start of
each trial, the four buttons on the front of the
console became illuminated and the message
"HOLD LIGHTED BUTTONS DOWN"
appeared in the center of the upper box on
screen. Simultaneously depressing all four but-
tons cleared the message and produced, in the
center of the DMTS box on screen, a sample-
stimulus display lasting 800 ms. Subjects typ-
ically used the thumb and index finger of each
hand to depress the buttons, which remained
depressed until used to select a comparison
stimulus. Panel A of Figure 2 shows one pos-
sible sample-stimulus display (construction of
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Fig. 2. Summary of the subject's display. Panels A,
B, and C illustrate events during the DMTS trial, in-
cluding sample-stimulus presentation, the intertrial inter-
val, and comparison-stimulus presentation. Panel D shows
the prompt used to generate self-reports.

the stimuli is described below). Following a
1-s delay (Panel B), comparison stimuli ap-
peared in locations corresponding to at least
two of the depressed buttons (Panel C). One
comparison stimulus matched one sample el-
ement, and the others were randomly gener-
ated. Subjects attempted to select the matching
comparison stimulus by releasing the round
button corresponding to it. A successful re-

sponse was recorded if a correct choice oc-
curred within a time limit, normally 800 ms

after presentation of the comparison stimuli.
No stimulus change indicated when the time
limit had elapsed.

Immediately after the choice, the DMTS
box on the screen cleared and the center of the
self-report box displayed the query, "Did you
score?" (the word "score" had been used dur-
ing preliminary training to signal point deliv-
ery). Below it, the labels " -YES" and "NO- "
appeared 1 cm from the right and left sides of
the self-report box, respectively (Panel D of
Figure 2). Pressing the button attached to the
console's left side registered a "yes" report, and
pressing the button attached to the console's
right side registered a "no" report. Pressing
either of these side buttons cleared the screen
and advanced the trial to the next scheduled
event.
When scheduled, feedback about the success

of the DMTS response immediately followed
the self-report. Three feedback messages ap-
peared simultaneously for 1 s in the DMTS
area of the screen. The first message stated,
"Your choice was CORRECT [or WRONG]."
The second message stated, "Your choice was
FAST ENOUGH [or TOO SLOW]." The
third message summarized the implications of
the other messages for point reinforcement,
stating either "YOU SCORED! x points added
to your total," or "NO SCORE" (x = 1 or
2, depending on the session; see below). When
no DMTS feedback was scheduled, the trial
advanced immediately to the next event.
When scheduled, a 1-s message describing

the accuracy and point consequences of the
self-report occurred next. In the self-report
area of the screen a message stated, "RE-
SULTS OF YOUR REPORT," accompa-
nied by either "Correct-x point bonus" or

"Wrong-x point penalty" as appropriate to
the preceding self-report (x = either 1 or 3
points, depending on the session; see below
under Session and Condition Format). When
no feedback about self-reports was scheduled,
the trial advanced immediately to the ITI.

Throughout the trial, error messages dis-
couraged responses not conforming to the ex-
perimental protocol. For example, release of
DMTS buttons before comparison stimuli were
presented produced a message stating "Illegal
Action!" and caused the trial to begin again
with new stimuli. If a non-self-report button
was depressed during the self-report query, a
2-s message stated "Illegal Action!" and the

_- CHOICE IN PROGRESS --

A A A A
.- ----I

CHOICE IN PROGRESS

A A A A

CHOICE IN PROGRESS

a A

A A A A

I ---'--

A A A A

DID YOU SCORE?
'-YES NO-.
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self-report query was presented again. For
further details of error messages, see Critch-
field and Perone (1990b).
DMTS stimuli. Figure 2 shows examples of

the stimuli. Each sample and comparison stim-
ulus consisted of a six-by-three matrix of rect-
angular cells, of which as few as three or as
many as 18 could be illuminated (similar stim-
uli were described by Baron & Menich, 1985).
An element could be as large as 10 mm by 7
mm, depending on how many cells were il-
luminated. On each trial, stimuli were drawn
randomly from a pool of several thousand
unique shapes, without replacement except for
the obvious exception that one sample stimulus
always matched one comparison stimulus.

Across conditions, the number of sample
stimuli displayed on each trial ranged from
one to four, and the number of comparison
stimuli from which subjects chose ranged from
two to four. For example, in one condition,
three sample stimuli were presented, one of
which subsequently appeared among two com-
parison stimuli (Figure 2). In another condi-
tion, a single sample stimulus was presented
and subsequently appeared among four com-
parison stimuli. As shown in Figure 2, each
sample and comparison stimulus was dis-
played in one of four possible locations within
the DMTS box on screen. Stimulus locations
were approximately 2 cm apart, each under-
scored with a small illuminated dot. The entire
stimulus array appeared centered within the
DMTS box.

If the number of sample or comparison stim-
uli was less than four, unused locations were
left blank (e.g., Panels A and C of Figure 2).
On such occasions, the locations actually used
were randomly determined on each trial. Dur-
ing comparison display, each of the four lo-
cations corresponded to one of the round il-
luminated buttons being depressed on the
console. Subjects indicated their choice of a
comparison stimulus by releasing the button
corresponding to the location of the matching
stimulus. If the button released corresponded
to an unused stimulus location, the trial was
canceled, the screen cleared, and a 4-s message
stated, "Illegal action! You cannot choose a
blank." The trial then restarted using new
stimuli.

Session and conditionformat. In sessions last-
ing 100 trials (about 8 to 12 min), 50-trial
blocks were separated by a 20-s intermission,

during which the screen was blank except for
a message stating, "Intermission-Please
wait." Subjects usually completed eight ses-
sions during each 2-hr visit to the laboratory,
allowing for brief subject-initiated rest periods
between the sessions. At the end of each ses-
sion, a message on the subject's screen dis-
played the number of points accumulated dur-
ing that session. The message included an
overall session total and subtotals reflecting the
number of points (out of 100) earned from
DMTS and the number of points accumulated
from self-reports. The self-report total was
further broken down into total point gains and
total point losses.

Each experimental condition lasted eight
sessions. Sessions 1 through 3 consisted solely
of DMTS trials without self-reports; each
DMTS response was followed by the outcome
feedback described previously. Successful
DMTS responses (those that were both correct
and faster than the time limit) earned 2 points.
Session 4 was intended to enhance the corre-
spondence between self-reports and DMTS
outcomes. Each DMTS choice was followed
by a self-report and then feedback messages
describing, in sequence, the success of the
DMTS response and the consequences of the
self-report. Successful DMTS responses earned
1 point. Accurate self-reports earned 1 point,
and inaccurate ones resulted in a 1-point de-
duction from the subject's total. Sessions 5
through 8 provided the main data for the ex-
periment and differed from the fourth session
in only two respects. No feedback messages
described DMTS performance after any trial,
and self-report consequences operated on a
random-ratio (RR) 3 schedule. To hold rel-
atively constant the number of points that po-
tentially could be earned in a session, an ac-
curate self-report produced a gain of 3 points
and an inaccurate self-report produced a loss
of 3 points.

Instructions. Subjects read the following
printed instructions just before the first session
(ellipses indicate that nonessential information
or elaboration has been omitted for brevity).

In front of you is a console containing several
lights and buttons. Yourjob is to make decisions
based on information presented on your screen,
and to indicate your decisions using buttons on
the console.... When you depress the lighted
round buttons, one or more "sample" shapes
will appear briefly for you to study, then dis-
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Table 1
Summary of experimental conditions. Conditions were de-
fined, and named, according to the number of sample and
comparison stimuli presented on each delayed matching-
to-sample trial. In condition names, the first digit indicates
the number of samples, and the second digit indicates the
number of comparisons. Conditions experienced by all
subjects are shown in boldface.

Number of
compari- Number of sample stimuli

son
stimuli 1 2 3 4

2 22 32 42
3 13 23 33 43
4 14 24 34 44

appear. Shortly afterward, some "test" shapes
will appear. Your job is to decide which one of
these test shapes matches one of the samples.
You can indicate your decision by releasing the
lighted button corresponding to the matching
shape (note that there are four positions on your

screen, and four lighted buttons).... Note that
you must hold down the lighted buttons until
you are ready to indicate your decision. If you
release too soon, the trial will cancel and start
again, wasting time in which you could be earn-

ing points. You can earn points each time you

choose the correct (matching) test shape. In
order to earn a point, your choice must be both
correct and within a time limit.... During your
first session, you will have a relatively long
amount of time to make each decision. There-
after, the time limit will become more stringent.
Do the best you can under the time constraints.
The time limit will not change after your first
work day. To begin with, after each complete
trial, messages on your screen will tell you
whether you earned points. Later on, you may
be given less or different information about your
decisions. Your screen will give you new in-
structions if the way you earn points should
change.... Do not attempt to ask questions or

leave the room until the work period is over.

... Beyond the information contained in these
instructions, it is up to you to decide how to
operate the console to your best advantage. This
is all the information we can provide at this
time. If you have any questions, please ask them
now.

Each session began with messages on the
computer screen describing the point contin-
gencies operating in that session. For "match-
ing decisions," the message stated the number
of points earned per "score" and whether scores
would be signaled on screen. For "reports,"
the message stated the point value of each "bo-

nus" and "penalty," and noted that point con-
sequences for self-reports occurred only when
indicated by feedback messages on the screen.
Subjects cleared these messages and began the
session by pressing a button located near the
top of the console's front panel.

Preliminary training. An eight-session pre-
liminary training phase using the format just
described was designed to familiarize subjects
with the DMTS task and the self-report pro-
cedure. Preliminary training differed from
normal experimental conditions in three ways.
First, the stimulus pool consisted of 13 key-
board characters (e.g., #, >, and &). Second,
feedback messages lasted 2 s instead of 1 s.
Third, at the beginning of the first session, the
time limit for DMTS choices was 3,000 ms,
and decreased across blocks of 50 trials ac-
cording to the following sequence: 2,000, 1,000,
and 800 ms. Thus, by the middle of the second
session, the time limit had reached its typical
value for the experiment (800 ms). DMTS
trials always consisted of two sample stimuli
and three comparison stimuli.

Experimental conditions. Conditions were
defined, and named, according to the number
of sample and comparison stimuli appearing
on each trial. For example, when three sample
stimuli were presented, one of which appeared
among two comparison stimuli (as in Figure
2), the condition was designated as "32," with
the first digit describing the number of samples
and the second the number of comparisons.
Table 1 delineates the stimulus configurations
used in each condition. Each subject partici-
pated in a different sequence of at least eight
experimental conditions (Table 2) selected to
produce a broad range ofDMTS success rates.
As noted previously, the time limit on DMTS
responding was 800 ms, but on two occasions
(Condition 44 for S4 and S8), the normal time
limit of 800 ms was reduced (to 700 and 450
ms, respectively), in an attempt to produce low
DMTS success rates.

Previous research suggested that perfor-
mance (both DMTS and self-reports) would
stabilize within the number of trials allotted
to each experimental condition (e.g., Critch-
field & Perone, 1993), an assumption that gen-
erally was borne out. Overall percentages of
successful DMTS responses and accurate self-
reports from the final four sessions per con-
dition were divided into blocks of 50 consec-
utive trials and subjected to a post hoc stability
test in which the difference between mean per-
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Table 2
Sequence of conditions for each subject. Condition names reflect the number of stimuli in
delayed matching to sample, with the first digit indicating the number of sample stimuli and
the second digit the number of comparison stimuli.

Order in sequence of conditions

Subject 1 2 3 4 5 6 7 8 9 10 11

Si 23 14 32 34 22 44 24 42 43 33
S2 23 13 34 24 42a 22 32 43 33 42
S3 23a 33 13 34 14 32 42 24 22 43 23
S4 23a 34 14 32 44b 24 22 42 33 43 23
S5 24 43 22 33 23 34 42 32
S6 32 23 34 43 22 33 24 42
S7 22 42 33 13 23 24 43 32 34
S8 32 24 43 22 33 42 23 34 44c
S9 23 33 42 32 43 34 22 24
S1o 23 22 42 34 32 24 33 43
a Data lost due to computer malfunction; condition repeated at end of sequence.
bTime limit = 700 ms.
c Time limit = 450 ms.

centages in the first and second four blocks was
considered as a proportion of the eight-block
grand mean. For DMTS success, this pro-
portion was less than .15 in 85% of the cases.
More than half the cases in which the pro-
portion was higher occurred in 3 subjects (SI,
S9, and S10). For self-report accuracy, the
proportion was less than .15 in 95% of the
cases.

RESULTS
Data for each subject were summed across

the final four sessions (400 trials) per condition
prior to analysis. The results describe self-
report patterns first as a function of the rate
of successful DMTS referent responses in each
condition and second as a function of the num-
ber of DMTS sample and comparison stimuli.
In both cases, the data describe DMTS success
(to show the behavioral context in which self-
reports occurred), rates of self-report errors,
the bias (B'H) and discriminability (A') of the
self-reports, using nonparametric indices from
Grier (1971). A third set of analyses examines
the relationship between self-reports and the
response characteristics (speed and accuracy)
that determined DMTS success.

Self-Reports As a Function ofDMTS
Success Rate

Experimental conditions were selected partly
to produce a broader range of DMTS success
rates than in previous self-report studies, in-
cluding values lower than 50%. Table 3 shows,
for each subject, the percentage of trials on

which the DMTS response was successful, that
is, on which the matching comparison stimulus
was selected within the time limit. The top
row of data for each subject shows that the
manipulation of DMTS sample and compar-
ison stimuli across conditions did produce a
variety of success rates, from a median low of
33% to a median high of 88%. Success rates
were lower than 50% in at least one condition
for all subjects, although only marginally so
for S5 and S6. The bottom two rows of data
for each subject describe the specific response
characteristics on which DMTS success was
contingent-speed (percentage of responses
faster than the time limit) and accuracy (per-
centage of correct DMTS responses). As in
previous studies of DMTS performance under
conjunctive speed-accuracy contingencies
(Baron & Menich, 1985; Critchfield & Per-
one, 1990a, 1990b, 1993), variations in overall
DMTS success reflected changes in both speed
and accuracy.

Figure 3 shows the percentage of total self-
report errors plotted as a function of the DMTS
success rate in each condition. The figure is
included primarily to show that an analysis
based on overall self-report error rates (e.g.,
accuracy) can be uninformative. Although for
some subjects self-report error rates were neg-
atively correlated with DMTS success rates
(e.g., S8 and S9), overall there was little sys-
tematic relation between the two variables.

Although rates of total self-report errors bore
no systematic relation to DMTS success rates,
the relative frequencies of two types of self-
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Table 3

Percentage of delayed matching-to-sample responses that were correct, faster than the time
limit, and both (successful). See Table 1 for key to experimental condition names.

Sub- Response Experimental condition

ject characteristic 13 14 22 23 24 32 33 34 42 43 44

Si successful 89 57 66 67 57 38 60 47 37
fast enough 95 63 80 91 79 63 88 74 71
correct 93 88 80 73 69 55 67 60 53

S2 successful 88 83 46 57 72 60 37 67 42
fast enough 90 100 59 77 98 86 64 97 82
correct 94 83 72 69 73 72 52 69 48

S3 successful 92 92 88 72 63 68 38 30 78 50
fast enough 94 96 92 79 70 78 44 34 89 73
correct 97 95 94 84 81 84 70 61 75 62

S4 successful 87 91 80 64 76 67 36 72 53 26
fast enough 96 98 91 81 73 92 46 97 95 32
correct 91 93 86 81 94 72 70 74 58 61

S5 successful 88 73 49 77 59 50 75 41
fast enough 96 89 65 93 80 67 97 69
correct 92 81 70 82 70 68 77 59

S6 successful 79 45 56 52 50 26 64 32
fast enough 86 64 62 73 77 48 94 55
correct 88 65 78 71 62 50 67 54

S7 successful 92 72 64 52 71 48 49 42 45
fast enough 95 92 90 83 93 89 77 42 89
correct 96 79 71 60 76 53 57 49 52

S8 successful 88 77 58 66 58 50 60 48 25
fast enough 97 87 84 95 89 75 95 87 36
correct 91 86 68 68 64 61 63 53 49

S9 successful 85 60 71 64 44 43 61 35
fast enough 90 70 85 78 64 57 84 53
correct 93 79 79 80 58 62 69 56

S1o successful 67 41 37 52 45 20 34 38
fast enough 68 50 40 62 55 24 39 65
correct 83 80 78 63 67 55 68 54

report errors did. Figure 4 shows rates of false detection of a "signal" consisting of a success-
alarms and misses as a function of the DMTS ful DMTS response. Values can range from
success rate. False-alarm rates reflect the num- 0 to 1.00, with .50 indicating chance levels of
ber of false alarms in each condition divided detection and increments between .50 and 1.0
by the sum of false alarms and correct rejec- indicating increased discriminability. Dis-
tions. Miss rates reflect the number of misses criminability scores were not systematically re-
in each condition divided by the sum of misses lated to the DMTS success rate.
and hits. In most conditions for most subjects, In the context of the present study, the B'H
false-alarm rates were higher than miss rates. index of bias estimates an individual's relative
As DMTS success rates increased, false-alarm tendency to report successful or unsuccessful
rates tended to increase and miss rates, already DMTS responses, independent of the actual
low, tended to decrease. success of the DMTS response. Values can

Figure 5 shows self-report discriminability range from -1.0 to + 1.0, with negative values
(open circles plotted against the right ordinate) representing a bias toward reporting success
and self-report bias (filled circles plotted against and positive values representing a bias toward
the left ordinate) as a function of DMTS suc- reporting failure. A score of 0 indicates no bias.
cess rates. For the present data set, the A' index Bias scores were clustered near the negative
of discriminability estimates an individual's end of the bias scale, indicating that under most
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circumstances subjects exhibited a bias for re-
porting DMTS success. For all 10 subjects,
however, bias tended to become less pro-
nounced as DMTS success became less fre-
quent. In 5 subjects (S2, S3, S4, S6, and S7)
a bias for reporting failure occurred at low
DMTS success rates. Thus, the bias functions
appeared to show evidence of signal-frequency
effects common in other types of signal-detec-
tion tasks.

Bias functions due solely to signal frequency
would be expected to cross the zero-bias
threshold at a point at which occurrence and
nonoccurrence of the "signal" are equally
probable-in this case at 50% DMTS success,
a location marked with a small cross in -the
center of each panel in Figure 5. To facilitate
comparisons between this hypothetical cross-
over point and actual bias functions, the bias
data for each subject were fitted via either least
squares linear (S5, S8, and S9) or logarithmic
(the remaining subjects) regression, whichever
accounted for the greater proportion of vari-
ation (these proportions ranged from a low of
.52 for S7 to a high of .95 for S4, with a median

0cc

wU)

U-
01
--L

z
H
a:
0a-a-
0
a:wa-
a:
0a:
a:w

111
a:
0

lL
-Jw
C)

0*

.a.
.1

00

.01

.001

IS

I 0
0

1

.1 . o
00 co

.01 0
0

S3 o
.001

0 50 100 0 s0 100

% SUCCESSFUL DMTS
RESPONSES

Fig. 4. Self-report errors: Misses and false alarms per
opportunity as a function of the percentage of successful
DMTS responses.

of .67). Noteworthy is the fact that the indi-
vidual-subject functions each pass to the left
of the hypothetical crossover point or fail to
cross the zero-bias threshold at all (the same
holds true when logarithmic fits are used for
S5, S8, and S9). Thus, biases for reporting
failure, if they occurred at all, occurred only
at DMTS success rates below 50%, suggesting
that the report-success bias was resistant to
change in a fashion not predicted solely by
signal frequency.

Self-Reports As a Function of the Number of
DMTS Sample and Comparison Stimuli

Table 1 (conditions in boldface) shows that
this study may be thought of as a factorial
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tion for reporting failure; negative scores indicate a pre-
disposition for reporting success.

design with number of DMTS sample stimuli
and number of DMTS comparison stimuli as
within-subject factors, although straightfor-
ward factorial analysis of the eight conditions
in which all 10 subjects participated is pre-
cluded by a missing condition (44) in which
not all subjects participated. As a consequence,
different subsets of the data were examined to
explore the effects on self-reports of the num-
ber of DMTS sample stimuli and of the num-
ber of DMTS comparison stimuli. In Figures
6 through 8, one set of six conditions (22, 32,

42, 23, 33, and 43) was used to compare the
effects of three levels of sample-stimulus num-
ber (two, three, four); separate functions show
these effects when there were two and three
comparison stimuli. A different set of six con-
ditions (22, 23, 24, 32, 33, and 34) was used
to compare the effects of three levels of com-
parison-stimulus number (two, three, and
four); separate functions show these effects
when there were two and three sample stimuli.
Because of substantial intersubject variability
on some measures, repeated measures analyses
of variance were used to corroborate the pat-
terns shown graphically (Appendix).
The left portion of Figure 6 illustrates the

analytical strategy, as applied to DMTS suc-
cess rates. Each panel contains 10 functions,
one for each subject. The two panels at the
top left show DMTS success as a function of
the number of sample stimuli (two, three, or
four). Panel A includes conditions with two
comparison stimuli (Conditions 22, 32, and
42), and Panel B includes conditions with three
comparison stimuli (Conditions 23, 33, and
43). Thus, for statistical purposes, the top two
panels constitute a three (number of samples)
by two (number of comparisons) factorial de-
sign. DMTS success tended to decrease with
the number of sample stimuli. The effects
shown graphically were corroborated statisti-
cally as significant main effects for number of
samples and number of comparisons; the sam-
ples-by-comparisons interaction was nonsig-
nificant (Appendix).
The two panels at the bottom left of Figure

6 show DMTS success as a function of the
number of DMTS comparison stimuli. Panel
C includes conditions with two sample stimuli
(Conditions 22, 23, and 24), and Panel D in-
cludes conditions with three sample stimuli
(Conditions 32, 33, and 34). Thus, for statis-
tical purposes, the bottom panels constitute a
three (number of comparisons) by two (num-
ber of samples) factorial design. DMTS suc-
cess tended to decrease with the number of
comparison stimuli. The effects shown graph-
ically were corroborated statistically as signif-
icant main effects for number of samples and
number of comparisons; the samples-by-com-
parisons interaction was nonsignificant (Ap-
pendix).
Of particular interest is the comparison of

Panels A and B (those showing the influence
of sample-stimulus number) with Panels C

1 oQOoo 1.0 1 10 1.0
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function per subject.

and D (those showing the influence of com-
parison-stimulus number). Although statisti-
cal comparison across manipulations is pre-
cluded by the fact that some experimental
conditions appear in both analyses, visual com-
parison suggests that the functions in Panels
A and B are roughly similar to those in Panels
C and D, respectively. That is, manipulating
the number of stimuli appeared to produce the
same effect on overall DMTS success regard-
less of whether the manipulation took place at
the level of sample or comparison stimuli. As
a result, any differences in self-reports result-
ing from the manipulation of the number of
sample and comparison stimuli cannot be at-
tributed to gross differences in the way the two
manipulations affected the referent perfor-
mance.
The remaining portions of Figure 6 show

rates of the two types of self-report errors-

misses and false alarms-as a function of the
number of DMTS sample and comparison
stimuli. The middle panels show that miss
rates tended to increase slightly in some sub-
jects with the number of DMTS stimuli; this
effect did not depend on whether sample or
comparison stimuli were manipulated. The
right panels show false-alarm rates. When the
number of DMTS sample stimuli was ma-
nipulated (Panels I and J), patterns of false-
alarm rates varied substantially from subject
to subject. Some subjects showed increases in

false-alarm rates between the one-sample and
the three-sample condition, as found previ-
ously by Critchfield and Perone (1993), but
there was no statistically significant group ef-
fect (Appendix). By contrast, when the num-
ber of comparison stimuli was manipulated
(Panels K and L), a consistent pattern emerged,
with false-alarm rates negatively correlated
with the number of comparison stimuli.

Figure 7 (top panels) shows self-report bias
as a function of the number of DMTS stimuli.
As expected from the data in Figure 5, the bias
scores tended to cluster near the negative end
of the scale (the report-success bias described
earlier). Bias also tended to become less pro-
nounced as DMTS stimuli (samples or com-
parisons) became more numerous. The bottom
panels in Figure 7 show self-report discrimi-
nability as a function of the number of DMTS
sample and comparison stimuli. When the
number of DMTS samples was manipulated
(Panels E and F), discriminability tended to
decrease; however, when the number ofDMTS
comparisons was manipulated (Panels G and
H), discriminability tended to increase.

Relative Influence on Self-Reports of DMTS
Speed and Accuracy
To summarize the results thus far, the sam-

ple-stimulus and comparison-stimulus manip-
ulations appeared to have similar overall ef-
fects on DMTS success and on self-report bias,
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rows of panels) and the number of comparison stimuli
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per subject. For bias, positive scores indicate a predispo-
sition for reporting failure; negative scores indicate a pre-
disposition for reporting success.

but different effects on self-report discrimina-
bility. The remaining analyses consider these
effects in the context of a more detailed ex-
amination of the DMTS performance about
which subjects made their self-reports.

Figure 8 shows group-mean DMTS per-
formance in terms of the two response char-
acteristics-accuracy and speed-on which

points were contingent (corresponding indi-
vidual-subject data are shown in Table 3). The
bottom left pair of panels shows mean rates of
accurate DMTS matching, irrespective of
whether the choices met the time limit. Hor-
izontal lines indicate chance levels of accurate
matching, defined by the number of compar-
ison stimuli. Raw percentages of matching de-
creased similarly as the numbers of sample and
comparison stimuli were increased; however,
matching decreased more, relative to chance,
under the sample-stimulus manipulation. To
clarify this relationship, the bottom right pair
of panels of Figure 8 shows rates of accurate
matching adjusted for chance. Prior to aver-
aging, individual accuracy scores in each ex-
perimental condition were converted to a per-
centage of possible improvement above chance,
according to the following formula: 100 x [(%
correct matches - chance) *. (100 - chance)].
The figure shows that the sample-stimulus
manipulation affected adjusted accuracy scores
more than the comparison-stimulus manipu-
lation did. These patterns can be contrasted
with those for DMTS speed, considered ir-
respective of matching accuracy (top right pair
of panels of Figure 8). DMTS speed was in-
fluenced more by the comparison-stimulus ma-
nipulation than by the sample-stimulus ma-
nipulation. In sum, the sample-stimulus and
comparison-stimulus manipulations tended to
have different effects on the trade-off between
speed and accuracy in DMTS performance.

Because the sample-stimulus and compar-
ison-stimulus manipulations produced differ-
ent patterns of DMTS speed and accuracy,
Figure 9 examines whether self-reports were
differentially sensitive to the speed and accu-
racy of DMTS choices. The influence of
DMTS accuracy on self-reports ("accuracy-
detection" bias and discriminability; filled tri-
angles) was estimated by analyzing only those
trials on which the DMTS response was faster
than the time limit (on these trials, DMTS
responses varied only in terms of their accu-
racy). The influence of DMTS speed on self-
reports ("speed-detection" bias and discrimi-
nability; unfilled triangles) was estimated by
analyzing only those trials on which the DMTS
choice was accurate (on these trials, DMTS
responses varied only in terms of their speed).
These analyses indicate the relative influence
of DMTS speed and accuracy on bias and
discriminability (Critchfield & Perone, 1993),
although the resulting absolute values of A'
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and B'H are not especially informative due to
the post hoc nature of the analysis and the fact
that subjects made self-reports about their
overall DMTS success rather than separate
self-reports about DMTS speed and accuracy.

For simplicity of presentation, data from
sample-stimulus manipulations were col-
lapsed across levels of comparison stimuli, and
data from comparison-stimulus manipulations
were collapsed across levels of sample stimuli.
Accuracy-detection bias tended to be more ex-
treme than speed-detection bias. Analyses of
variance in a two (speed vs. accuracy) by three
(levels of stimuli) design revealed a statistically
significant difference between speed-detection
and accuracy-detection biases for the compar-
ison-stimulus manipulation, F(1, 9) = 5.7, p
= .04. A visually similar pattern was not sta-
tistically significant for the sample-stimulus
manipulation, F(1, 9) = 3. 1, p = .1 1.

Speed-detection discriminability tended to
be higher than accuracy-detection discrimina-
bility. Analyses of variance revealed a signif-
icant difference between speed-detection and
accuracy-detection discriminability for both the
comparison-stimulus manipulations F(1, 9) =
11.7, p = .008, and sample-stimulus manip-
ulations, F(1, 9) = 27.1, p = .0006. Speed-
detection discriminability was not systemati-
cally related to number of sample stimuli, but
was positively related to the number of com-
parison stimuli. Accuracy-detection discrimi-
nability was negatively related to the number
of samples, but was positively related to the
number of comparisons.

Figure 10 integrates the differential effects
of sample-stimulus and comparison-stimulus
manipulations on DMTS speed and accuracy
with the differential sensitivity of self-reports
to those response characteristics. Bias and dis-

NUMBERS INSIDE DATA POINTS
) ARE CONDITION NAMES (Table 1)
*- RANGE BARS SHOW ±1 S.E.M.
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Fig. 9. Group-mean self-report bias and self-report
discriminability as influenced by the speed and accuracy
of DMTS referent responses. Range bars show ± 1 SEM,
except where data points exceed the size of the bars. See
text for description of the calculation of bias and discrimi-
nability scores.

criminability are plotted against rates of
DMTS success. For self-reports influenced by
DMTS speed (circles), the abscissa shows the
percentage of trials with DMTS responses
faster than the time limit. For self-reports in-
fluenced by DMTS accuracy (squares), the
abscissa shows the percentage of trials with
correct DMTS choices, adjusted for chance.
The top panel of Figure 10 shows that both

speed-detection bias and accuracy-detection
bias tended to become more extreme as DMTS
success became more frequent. The slope for
speed-detection bias was steeper than that for
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of DMTS responses, plotted as a function of mean DMTS
success. For self-reports influenced by response speed, the
abscissa shows the percentage of trials with referent re-
sponses faster than the time limit. For self-reports influ-
enced by response accuracy, the abscissa shows the adjusted
percentage of trials with correct referent responses. See
text for description of calculations adjusting for chance
accuracy. Range bars show ±1 SEM, except where data
points exceed the size of the bars.

accuracy-detection bias, indicating more pro-
nounced signal-frequency effects when speed
was the referent-response characteristic at is-
sue. (Because of the imprecise nature of the
speed-detection and accuracy-detection esti-
mates, the functions in Figure 10 can shed no
light on the resistance to change in overall self-
report bias identified in Figure 5.)
The bottom panel of Figure 10 shows dis-

criminability effects consistent with those in
previous figures. Condition names appear in-
side the data points. Accuracy-detection dis-
criminability tended to increase with the num-
ber of comparison stimuli and decrease with
the number of comparison stimuli. Speed-de-
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Table 4
Summary of findings: Changes in self-reports coincident with increasing the number of DMTS
distractor stimuli. Footnotes indicate whether relevant findings replicate those of Critchfield
and Perone (1993). Effects not footnoted are new findings.

Changes with increase in number of:

Dependent measure Sample stimuli Comparison stimuli Other effects

DMTS errors increasea increase
self-report errors
misses increasea increase
false alarms no changeb decrease

self-report bias decrease decrease ACC > SPEEDC
increase w/DMTS successa

self-report discriminability decreasea increase SPEED > ACCd
SPEED: no changeb SPEED: increase
ACC: decrease ACC: increase

Note. ACC = self-reports influenced by DMTS accuracy; SPEED = self-reports influenced by DMTS speed. See
text for description of the analyses.

a Replicates the previous study.
bResults of the previous study were variable, making comparison across studies difficult.
c The previous study found no differences between speed-detection bias and accuracy-detection bias.
dThe previous study found accuracy-detection discriminability to be higher than speed-detection discriminability.

tection discriminability tended to increase with
the number of comparison stimuli but not with
the number of sample stimuli.

DISCUSSION
The results of this experiment both replicate

and extend those of previous studies of verbal
self-reports about human DMTS perfor-
mance. The experiment identified five separate
influences on self-reports (the number of
DMTS sample and comparison stimuli,
DMTS success rates, and the speed and ac-
curacy of DMTS responses) and in some cases
characterized their interaction. Table 4 sum-
marizes the results and compares them with
those of the related study by Critchfield and
Perone (1993). That major effects of the pre-
vious study's sample-stimulus manipulation
were replicated lends confidence to these find-
ings as well as to new findings in the present
study. The only discrepancies with the pre-
vious study-relative levels of self-report bias
and discriminability associated with DMTS
speed and accuracy-constitute an intriguing
subject for future research but do not bear on
interpretation of the other results.

Self-Report Bias
Signal frequency is a determinant of bias in

psychophysical studies (Gescheider, 1985), and
simple verbal self-reports are structurally sim-
ilar to psychophysical judgments. The present

experiment was designed to examine self-re-
ports occurring coincident with a broad range
of DMTS success rates to determine the role
of signal frequency in self-report bias. As in
previous studies, subjects usually exhibited a
report-success bias (Critchfield & Perone,
1993). Importantly, the bias was most pro-
nounced when successful DMTS responses
were most frequent and least pronounced in
conditions with infrequent DMTS success-
an outcome consistent with signal-frequency
effects. This pattern held when the data were
adjusted for chance matching in the DMTS
referent task as well as when the influences of
DMTS speed and accuracy on bias were con-
sidered separately (Figure 10).

Perhaps because of procedural differences,
the relationship between bias and DMTS suc-
cess rates was stronger in the present study
than in that of Critchfield and Perone (1993).
It may be relevant, for example, that in the
previous study DMTS difficulty was manip-
ulated across trials within every session,
whereas in the present study difficulty was
manipulated across experimental conditions.
Another procedural variable worthy of inves-
tigation is the point contingency on self-re-
ports. Because accurate "I succeeded" and "I
failed" self-reports produced points with the
same conditional probability (.2), the point
contingency in the present study would not be
expected to affect self-report bias (Gescheider,
1985). Nevertheless, reinforcement frequency
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was not manipulated in the present study and
merits investigation as a source of bias; cer-

tainly differential reinforcement probabilities
for "I succeeded" and "I failed" self-reports
would be expected to contribute to bias (Mc-
Carthy & Davison, 1981).

Signal-frequency effects may have influ-
enced the relationship between self-report bias
and DMTS success rate, but the frequency of
"I succeeded" self-reports did not simply match
the frequency of successful responses. Simple
probability matching (e.g., Craig, 1976) pre-

dicts a shift from report-success bias, across a

zero-bias threshold and toward a report-fail-
ure bias, when DMTS success occurred on

50% of the trials. Some subjects never crossed
the threshold, and in no case did the shift occur
unless DMTS success rates were below 50%
(Figure 5), suggesting that signal frequency
was not the sole source of self-report bias. This
resistance to change remains to be explained,
and without additional research procedural ar-

tifact cannot be ruled out as a contributing
influence. For example, subjects received ex-

tensive preliminary training (several hundred
DMTS trials) prior to the introduction of the
self-report portion of the procedure. Because
the DMTS task initially was less demanding
than in the main experiment, preliminary
training could have established a lasting pre-
disposition to perceive DMTS responses as

successful.
One reason for skepticism about artifact as

a substantial source of bias is the apparent
similarity of bias effects in the present study
to patterns that regularly occur in other con-
texts (J. Brown, 1986; Cameron & Evers, 1990;
Dobson & Franche, 1989; Halbreich et al.,
1989; T. Nelson, McIntyre, LaBrie, & Csiky,
1991; Weinstein, 1980). For example, a large
majority of American adults rate their auto-
mobile driving abilities as above average

(Svenson, 1981), and American employees
typically overrate their job performance com-

pared to more objective measures (Murphy &
Cleveland, 1991).

Patterns analogous to the report-success bias
seen here are common enough that some the-
orists view self-enhancement as a generic hu-
man trait (Bjorkland & Green, 1992; Furn-
ham, 1986; Taylor & Brown, 1988) that
presumably sets the boundaries within which
situational influences on self-evaluation can

operate. The resistance to change of self-report

biases in the present study (Figure 5) appar-
ently conforms to predictions derivable from
this point of view. Yet proposals appealing to
human nature remain controversial in part due
to ambiguities about the ultimate origins of the
bias. Bjorkland and Green (1992), for exam-
ple, argue for phylogenic origins based on hints
of self-enhancement in the verbal behavior of
very young children (e.g., Stipek, 1984; Yussen
& Levy, 1975). By contrast, other theorists
assume social origins of self-knowledge and
self-descriptive verbal behavior (e.g., Carver
& Scheier, 1981; Markus & Kitayama, 1991;
Skinner, 1953, 1957; Stipek, Recchia, &
McClintic, 1992; Vygotsky, 1978).

Substantial anecdotal evidence supports a
social-acquisition model. For example, par-
ents, as the primary verbal community early
in life, might be one important social influence
on self-evaluation. It is interesting to note,
therefore, that American parents consistently
overestimate their children's abilities (Gre-
tarsson & Gelfand, 1988; Heriot & Schmickel,
1967; Miller, Manhal, & Mee, 1991). More-
over, if self-description is socially acquired,
then it also should be culturally variable, given
that cultural practices comprise a substantial
portion of the local social environment. Com-
pared to Americans, Poles and Swedes tend to
rate their driving skill more modestly (Gosz-
czynska & Roslan, 1989; Svenson, 1981), and
Chinese employees tend to rate their job per-
formance more realistically (Fahr, Dobbins,
& Cheng, 1991). Similarly, American stu-
dents, who score relatively low on mathematics
achievement tests, tend to judge their math
skills positively, whereas Chinese students, who
score relatively high, tend to judge their skills
less positively (Stevenson, Chen, & Lee, 1993;
Stevenson, Lee, & Stigler, 1986). Consistent
with a social-acquisition model, parents' de-
scriptions of child math achievement in China
and the United States generally correspond to
those of their children (Chen & Uttal, 1988;
Stevenson et al., 1990). It is important to note,
however, that cultural differences in self-eval-
uation have been measured only broadly with
survey techniques and only with respect to a
limited number of referents, such as work and
academic performance-self-descriptions of
which might be idiosyncratically linked to
variations in cultural verbal practices. Proce-
dures like those of the present study, which
manipulate referent performances chosen for
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experimental utility rather than social impor-
tance, would provide a useful test of the gen-
erality of cultural differences in self-evalua-
tion.

Appeals to social and cultural influences,
although consistent with an ontogenic per-
spective on self-evaluation, ultimately beg the
critical question of what behavioral mecha-
nisms are responsible for the development of
self-report biases in individuals, because for
social and cultural practices to be transmitted
there must first exist individuals who engage
in them. Existing explanations typically in-
voke constructs such as self-efficacy (Bandura,
1989), defense mechanisms (Sackeim, 1983),
and egocentrism (Bjorkland & Green, 1992),
although Skinner (1953, 1957) proposed two
possible mechanisms, based on the three-term
operant contingency, that may provide direc-
tion for future research. First, self-reports may
become biased in a manner consistent with the
present results when the social contingencies
normally governing them are supplemented by
"automatic" reinforcing and punishing effects
(Skinner, 1957, pp. 163-166 and chap. 15; see
also Vaughan & Michael, 1982). Second, stim-
ulus control over self-reports can be selectively
disrupted by intermittent social reinforcement
of self-reports that do not correspond to their
presumed referents (Skinner, 1953, pp. 258-
261, 1957, pp. 130-135 and 147-151). Signal-
detection studies offer precedent for the latter
suggestion (McCarthy & Davison, 1981), and
both explanations are appealing in their con-
sistency with well-established behavioral prin-
ciples, but neither has been systematically in-
vestigated.

Self-Report Discriminability
In a previous study of self-reports about

matching-to-sample success, Critchfield and
Perone (1993) found that self-report discrimi-
nability decreased as DMTS success rates de-
creased. The present study isolated the source
of this correlation in the number and type of
stimuli in the DMTS referent task. When
DMTS success was manipulated via the num-
ber of sample stimuli on each trial, as in the
previous study, self-report discriminability de-
creased. When DMTS success was decreased
via the number of comparison stimuli, how-
ever, self-report discriminability increased.
The sample-stimulus and comparison-stim-

ulus manipulations thus appeared to have op-

posite effects on self-report discriminability,
but the two manipulations also produced qual-
itatively different patterns of referent-task per-
formance. Superficially similar changes in
DMTS success rates (Figure 6) proved to de-
rive primarily from accuracy decrements in the
case of the sample-stimulus manipulation and
from speed decrements in the case of the com-
parison-stimulus manipulation (Figure 8). To
determine whether self-report discriminability
was an artifact of these patterns, the data were
reanalyzed to consider the role of chance rates
of DMTS matching and the separate influ-
ences of DMTS speed and accuracy on self-
reports (Figures 9 and 10). Differential effects
remained intact, indicating that the two ma-
nipulations indeed had different effects on self-
report discriminability separate from their ef-
fects on DMTS performance.
The reasons for differential discriminability

effects remain unclear, although the DMTS
procedure used to generate referent responses
will offer one avenue of inquiry for future
studies. For example, ITI duration may be of
interest because of its role in reducing "inter-
ference" by events from previous trials
(Mackay, 1991; Maki, Moe, & Bierley, 1977;
Wright, Urcuioli, & Sands, 1986). The pres-
ent experiment used an ITI lasting only 1 s,
placing sample stimuli relatively close in time
to the previous trial (samples necessarily occur
closer to the previous trial than do compari-
sons), where interference effects could interact
with the competing stimulus control created
by increasing the number of sample stimuli.
It is possible, therefore, that increasing the
duration of the ITI would weaken or eliminate
the negative relationship between self-report
discriminability and the number of DMTS
sample stimuli. Also worth investigating is the
duration of the retention interval, which sep-
arates sample stimuli (but not comparison
stimuli) in time from the self-report.

Conclusions
Bias and discriminability indices adopted

from signal-detection theory can serve a valu-
able role in the experimental analysis of verbal
self-reports. Their use in the present study
showed self-report bias and discriminability to
be influenced by different characteristics of a
target DMTS response. Bias appeared to re-
flect the interaction of two factors, a situational
influence analogous to signal-frequency effects
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in psychophysical studies and possibly an extra
experimental influence whose parameters and
sources remain to be explored. By contrast,
self-report discriminability was more clearly
related to two aspects of the DMTS task that
produced referent responses (i.e., the sample-
and comparison-stimulus configurations).
That neither bias nor discriminability ef-

fects could be inferred from gross accuracy
scores (e.g., Figure 3) highlights the utility of
signal-detection indices in suggesting sources
of control over verbal self-reports. Analogous
measures have aided the analysis of self-re-
ports in a variety of research traditions. Ex-
amples include reports by clients with eating
disorders of their body shape and size (Gard-
ner, Martinez, & Espinoza, 1987), reports by
students on the accuracy of their exam answers
(Hosseini & Ferrell, 1982), and reports by
subjects of "private" events such as heart beats
(Pennebaker & Hoover, 1984), minuscule
muscle twitches (Hefferline & Perera, 1963),
and drug sensations (Colpaert, 1978). As a
cautionary note, strict application of signal-
detection theory requires assumptions (e.g.,
stability of decision criteria) that may not be
met in studies like the present one (Colpaert,
1987; Green & Swets, 1966). Nevertheless,
there is ample precedent for applying analyt-
ical strategies of signal-detection theory with-
out necessarily adopting the theoretical frame-
work on which it was originally based (e.g.,
McCarthy & Davison, 1981; Nevin, 1981).

Although verbal behavior may be difficult
to analyze in its natural state, laboratory pro-
cedures can facilitate the study of phenomena
(e.g., self-enhancement) and controlling vari-
ables (e.g., signal frequency) that are of po-
tential importance in self-reports outside the
laboratory. The procedures of the present study
originally were devised to permit the study of
self-reports under relatively simple conditions
(Critchfield & Perone, 1993), but, even so,
many variables still require empirical atten-
tion. These range from procedural factors (e.g.,
between- vs. within-session manipulation of
trial difficulty) to the immediate consequences
of self-reports (both programmed and "auto-
matic") to historical variables (e.g., cultural
influences). The kind of systematic experi-
mentation necessary to examine this range of
variables often reveals unexpected complexity
in behavior (e.g., Perone & Courtney, 1992;
Sidman & Tailby, 1982), and if the present

results are any indication, there is likely to be
nothing simple about "simple" self-reports.
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APPENDIX
Results of repeated measures analyses of variance, with number of DMTS sample stimuli and
number of DMTS comparison stimuli as within-subject factors, conducted to corroborate the
graphic displays in Figures 6 and 7. Each effect was tested in two separate 3 by 2 designs
derived from the list of experimental conditions in Table 1; see text for details. Analyses employ
the Geisser and Greenhouse (1958) correction.

Dependent Repeated measures ANOVA model
variable and
type of effect 3 samples by 2 comparisons 3 comparisons by 2 samples

DMTS success
Main: samples F(2, 9) = 41.2, p = .0001 F(1, 9) = 40.0, p = .0001
Main: comparisons F(1, 9) = 73.9, p = .0001 F(2, 9) = 95.6, p = .0001
Interaction F(2, 9) = 1.2, p = .321 F(2, 9) = 2.4, p = .117

Self-report errors: misses
Main: samples F(2, 9) = 15.8, p = .0003 F(1, 9) = 6.9, p = .0001
Main: comparisons F(1, 9) = 5.6, p = .042 F(2, 9) = 48.5, p = .011
Interaction F(2, 9) = 0.4, p = .386 F(2, 9) = 0.5, p = .555

Self-report errors: false alarms
Main: samples F(2, 9) = 2.2, p = .144 F(1, 9) = 1.0, p = .337
Main: comparisons F(1, 9) = 24.6, p = .0008 F(2, 9) = 32.7, p = .0001
Interaction F(2, 9) = 0.0, p = .939 F(2, 9) = 3.2, p = .068

Self-report bias
Main: samples F(2, 9) = 9.0, p = .006 F(1, 9) = 11.4, p = .008
Main: comparisons F(1, 9) = 3.2, p = .110 F(2, 9) = 18.0, p = .0006
Interaction F(2, 9) = 0.0, p = .995 F(2, 9) = 1.8, p = .195

Self-report discriminability
Main: samples F(2, 9) = 10.8, p = .002 F(1, 9) = 10.1, p = .011
Main: comparisons F(1, 9) = 20.6, p = .001 F(2, 9) = 22.0, p = .0002
Interaction F(2, 9) = 0.6, p = .472 F(2, 9) = 4.6, p = .025


